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What is interlanguage?

A second language (or L2) which preserves some features of their first language (or L1).

Mawndarin
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Interlanguage is everywhere...

TOEFL Writing

PAUSE SECTION
TEST EXIT

Question

Directions: You have 20 minutes to plan and write your response. Your respt
well your response presents the points in the lecture and their relationship to t
words.

Altruism is a type of behavior in which an animal sacrifices its own
interest for that of another animal or group of animals. Altruism is the
opposite of selfishness; individuals performing altruistic acts gain nothing

for themselves.

Examples of attruism abound. both among humans and among other
mami od
with ¢ i
wLanguage Test:
yet p

or

even their life, to assist other members of their group. The meerkat,
which is a mammal that dwells in burrows in grassland areas of Africa, is
often cited as an example. In groups of meerkats, an individual acts as a
sentinel, standing guard and looking out for predators while the others
hunt for food or eat food they have obtained. If the sentinel meerkat sees
a predator such as a hawk approaching the group, it gives an alarm cry
alerting the other meerkats to run and seek shelter. By standing guard,
the sentinel meerkat gains nothing—it goes without food while the others
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Interlanguage is everywhere...

A Zilin o
s @zilin97

Our paper "Semantic Role Labeling for
Learner Chinese: the Importance of Syntactic

Parsing and the L2-L1 Parallel Data" has been
accepted to @emnlp2018{Thanks fop my
supervisor Weiwei Sun and all the\co-authors!
See you in Brussels!

you i Br Thonks to

1:25 PM - 10 Aug 2018

Social Network

D ez XY

PEKING UNIVERSITY



Interlanguage is everywhere...
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L2-L1 Parallel Data

Collect a large dataset of L2-L1 parallel texts of Mandarin by exploring “language
exchange” social networking services — lang-81.
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Post in the language that Native speakers correct your

you are learning. writing!
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Data for SRL annotation

Initial collection
1,108,907 pairs
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Data for SRL annotation

Initial collection| clean up .
1,108,907 pairs > 717,241 pairs
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Data for SRL annotation

Initial collection| clean up . manual .
. » 717,241 pairs 600 pairs
1,108,907 pairs : selection
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Data for SRL annotation

Initial collection| clean up manual segmentation
. » 717,241 pai i -
1,108,907 pairs LG A Er— 600 pairs SRL annotation
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Data for SRL annotation

Initial collection| clean up . manual . i
. » 717,241 pairs 600 pairs SRL annotation
1,108,907 pairs Em’ -

4 typologically different mother tongues

Language | Family

Chinese Sino-Tibetan

Russian Slavic

Arabic Semitic

Japanese Unknown

English Germanic B Russion

B Arabic
B Jopanese

Il English
e 7 X F
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Two Questions

2. Can automatic system produce high-quality semantic structures?
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Can human understand interlanguage robustly?

® It is difficult to define the syntactic formulism of learner language.
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Can human understand interlanguage robustly?

® It is difficult to define the syntactic formulism of learner language.

© But sometimes we can understand what they mean...

T HAVE 27 YEARS
DO YOU MEAN
"T AM 27 YEARS OLD"?
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Can human understand interlanguage robustly?

® It is difficult to define the syntactic formulism of learner language.

© But sometimes we can understand what they mean...

T HAVE 27 YEARS
DO YOU MEAN
"T AM 27 YEARS OLD"?

Why not Semantics? i
NEFER
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Semantic Role Labeling

Argument (AN): [Who| did | what | to | whom [?
Adjunct (AM): [When |, | where], [why]| and |how[?

(ANM-PRP}
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Inter-annotator agreement

» Annotator: two Linguistic
students

» The first 50-sentence trial set:

adapting and refining CPB
secification

» The rest 100-sentence set:
reporting the inter-annotator
agreement

100=

98 =

96 -

94+

92+

90~

Inter-annotator agreement
bl

T T T T
ENG JPN RUS ARA
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Inter-annotator agreement

00~  LInTer-annotator agreement
» Annotator: two Linguistic -l

students 98 - L2

» The first 50-sentence trial set:
adapting and refining CPB 96
secification o4
» The rest 100-sentence set:
reporting the inter-annotator %24
agreement
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Two Questions

1. Can human understand interlanguage robustly?
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Robustness of L1-annotation-trained SRL Systems
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Three SRL systems

> The Necessity of Parsing for Predicate Argument Recognition. (2002). Gildea and Palmer.
> Semantic Role Labeling Using Different Syntactic Views (2005). Pradhan et al.
> Syntax for Semantic Role Labeling, To Be, Or Not To Be. (2018). He et al.

> Linguistically-Informed Self-Attention for Semantic Role Labeling. (2018). Strubell et al.
EMNLP 2018 Best Paper

Trained on Chinese TreeBank that has SRL in CPB
A

r N\
Berkeley performance Minimal span-based
Parsers parser < parser
Systems PCFGLA-parser-based Neural-parser-based Neural syntax-agnostic
SRL system SRL system SRL system
g J

'
Trained on Chinese PropBank (CPB)
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Results

82 =
80 =
78-
76
74 =
72+
70=
68~
66-

Performance on L1 & L2

ABC

A: PCFGLA-parser-based
B: Neural-parser-based
C: Neural syntax-agnostic

ARA

[
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Results

Performance on L1 & L2

82-
A: PCFGLA-parser-based [r——
80 B: Neural-parser-based L2
C: Neural syntax-agnostic
78-
76=
74 -
il
|
68~=
66 =
ARA
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Findings

Performance on L1 & L2

82~ A: PCFGLA-parser-based
I

80 - B: Neural-parser-based L2

C: Neural syntax-agnostic
78 . L1-C
76=
74-
gl
68=
66 =

ARA

The syntax-based systems are more robust when handling learner texts. |
NPT
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Findings

Performance on L1 & L2

82~ A: PCFGLA-parser-based
. Ll

80~ B: Neural-parser-based L2

C: Neural syntax-agnostic
78= . L2-B
76=
74+
72~ l I
68 =
66 =

RUS ARA

The better the parsing results we get, the better the performance on L2 we
achieve. NS
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Why syntactic analysis is important?

M DGR W Wih R OOk R X W,

Using Chinese also speaking quickly for me very  hard.
Gold

o [

Syntax-based system

T I 6

Neural end-to-end system

Using Chinese and also speaking quickly is very hard for me
@: ;]\:,fJ’ 4
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Why syntactic analysis is important?

CP
P SP  PU
]
IP VP o}
PN T HoD
FTGE | ADVP VP
using ‘ /\
Chinese H VP VP
ko _ AN U
PAZIR PP ADVP VP
speaking ‘ ‘
ickl o . .
WY wbmokvt R W
for me very  hard

Oy ez XY

PEKING UNIVERSITY

» Though the whole structure is ill-formed




Why syntactic analysis is important?

CP
IP SP  PU
IP VP W .
~ —— moD
FE  ADVP VP
using ‘
Chinese ” VP VP
also ii /R
PAZER PP ADVP VP
speaking ‘ ‘
ickly  “iannow
WY ot R W
for me very  hard

» Partial of the sentence can be well-formed.
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A new Questions

1. Can human understand interlanguage robustly?

2. Can automatic system produce high-quality semantic structures?

l
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Improving SRL Systems with L2-L1 Parallel Data
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Leveraging L2-L1 Parallel Data

O B B M SR

I like  cooking Chinese food
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Leveraging L2-L1 Parallel Data

O B B M SR

I like  cooking Chinese food

S I?ia B R

like  cooking meal
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Leveraging L2-L1 Parallel Data

O B B M SR

I like  cooking Chinese food

S I?ia B R

like  cooking meal

® o EX MR HESE

| like cook-meal Chinese food
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Leveraging L2-L1 Parallel Data

(predicate, argument, role) tuples

L1:
e AR=54 i [ 3

| like cooking Chinese food

T EX SR

| like cooking Chinese food

# of shared tuples = 1

L2

#
|

E34
|

=K iR 3
like cook-meal Chinese food

=5 G (1] S

like cook-meal Chinese food
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Leveraging L2-L1 Parallel Data

Metric for comparing SRL results

> L2-recall:
(# of shared tuples) / (# of tuples of the result in L2)

> L1-recall:
(# of shared tuples) / (# of tuples of the result in L1)

Well-formed sentence pair if both are greater than A
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Retraining two essential modules

1. Retrain the parser: Using the automatically generated
syntactic trees of the well-formed sentence pairs

Berkeley performance Minimal span-based

Parsers 4
parser parser
System S PCFGLA-parser-based Neural-parser-based Neural syntax-agnostic
SRL system SRL system SRL system
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Retraining two essential modules

1. Retrain the parser: Using the automatically generated
syntactic trees of the

2. Retrain the semantic classifier: using the outputs of the L1
generated by the neural syntax-agnostic SRL system.

Berkeley performance Minimal span-based
Parsers parser < parser
Systems i PCFGLA-parser-based Neural-parser-based Neural syntax-agnostic
i SRL system SRL system SRL system i
! 4 4 | !
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Results

76=
—a— L1

75 —e— 2
74 -
73+ .
724 baseline
71
70
69~ .

baseline
68 -

76~
—a— L1
757 —e— L2
74+
A .
734 baseline
72~
T1=
70=] L]
baseline
69~
68
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Results

76=
—a— L1 .
75 —e_ L2 quser-r‘errumed
o /
B .
73- ‘/Glusmfler-re‘rrumed
724 baseline Parser-refrained
L]
1=
7 Classifier d
assifier-retraine:
- /
69 L
baseline
68 -

76~
—a— L1
75= —e— e .
- L2 Classifier-retrained
74+ -
S A
734 baseline Parser-retrained
72~ o .
Classifier-retrained
T1= .
70+ . °
. Parser-retrained
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69
68 -
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Results

76=
—a— L1 .
75 ‘ Parser-retrained
—e— |2 "
‘/—g{:eﬁained
- //‘/
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baseline Parser-retrained
72 - —e
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baseline
68 |
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—a— L1
75= —e— e .
- L2 Classifier-retrained

A——————————A

74 A/./mefrained
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Classifier-retrained .
: —_—
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Thanks for your attention!

Zi Lin is planning to apply for PhD program in CS or
linguistics this fall. Email me at zi.lin@pku.edu.
cn if you are interested!



zi.lin@pku.edu.cn
zi.lin@pku.edu.cn
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